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MACHINE LEARNING FOR HIGH ENERGY PHYSICS OPEN SOURCE MACHINE LEARNING IN HEP

Various open-source machine learning tools and initiatives supported and developed by

Machine Learning (ML) has contributed to high-energy physics &
the community:
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All channels combined
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Deep Learning Library developed and benchmarked on particle physics use cases
» FCN, CNN, RNN, LSTM, VAE, GAN
» For details about projects please see: https://hepsoftwarefoundation.org/activities/gsoc.html
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Similar examples of machine learning use in other experiments: @Cl\? % etc.
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MINERVA neutrino experiment used domain
adversarial NNs to reduce model bias on data
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Inter-Experimental Machine Learning Working Group focuses
on applications of machine learning in high-energy physics.
Supports efforts in training and MLOSS software development
in the HEP community. Founded in 2015
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HEP Software Foundation
High-Energy Physics Software Foundation (HSF) was founded
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in 2016 to support particle physics software efforts including

many open-source initiatives. OT HER RELATED EFF O RT S
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In 2018 high-energy physics machine learning community effort led by the HEP Software
Foundation produced a community vision for the future of machine learning in HEP “The

High-Energy Physics Community White Paper (CWP) on Machine Learning” TrackML

@NeurlPS2018:
Kaggle Competition

This document outlines the priorities, challenges and roadmap
for making progress in this area including machine learning
software 1n the 2020s

HEP-ML Community White Paper: arXiv:1807.02876
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